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1. Java
(1) implementation (2) inheritance (3) dispatch (4) abstract

2.
D ) 3)
(4)

3. AL 2 A(23) 62 A(3,2) 104
1 2 @ 4 3 6 (4 8

4. 3
(1) row major (2) column major (3) mix major (4)

5. linked list
1) () (3)
4
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#include <stdio.h>
#include <stdlib.h>
int main()
{
inti;
for (i=1; i<=10; i++)
{
printf("%5d ", rand());
if (1%5==0)
{
printf("\n");

. X++
()13 (2914 (3)15 (4) 16

#include <stdio.h>

int main()

{

int x=10,y;

y=++x*2;

printf("y=%d  ++x=%d x=%d\n",y, ++X, X);

y=2*X++;

printf(" x=%d ++x=%d x++=%d x=%d\n", X, ++X, X++, X);
printf("y=%d x=%d ++x=%d x++=%d x=%d x++=%d\n",y, X, ++X, X++,
X, X++);

return O;

}



n/2

(1) Exchange sort  (2) Insertion sort  (3) Merge sort  (4) Quick sort

(D) Stack  (2) Queue  (3) Tree (4) Linked list

10. ASP VB Sub .......End Sub
(1) 2 (3)

11. SQL
(1) OPEN DATABASE [ table name] ( ...... )
(2) CREATE TABLE [ database name] ( ...... )
(3) OPEN TABLE [ database name] ( ...... )
(4) CREATE DATABASE [ table name] ( ...... )

(4)



5  (10%)

(1) Greedy Method (2) Dynamic Programming (3) Divide-and-Conquer
(4) Backtracking (5) Branch-and-Bound

12. Breadth-First Search
( 1Backtracking ( Divide-and-Conquer ( 3I5jeedy Method
( 4 Branch-and-Bound
13. Depth-First Search
( 1Divide-and-Conquer ( Backtracking ( 3jeedy Method
(4 Dynamic Programming
14. Floyd-warshall Algorithm
( 1Greedy Method ( Djvide-and-Conquer ( IDynamic Programming
( 4 Branch-and-Bound
15. Dijkstra’'s Algorithm
( 1 Greedy Method ( 2 Backtracking ( Pivide-and-Conquer
( 4 Branch-and-Bound
16. Quicksort
( 1Divide-and-Conquer ( Zheedy Method ( IDynamic Programming
( 4 Branch-and-Bound

9 (18%)

17. How many strongly connected components are there in the following graph

A

i

(&
999
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18. Which of the following algorithms does NOT work with directed graphs
(1) Minimal Spanning Trees Algorithms
(2) Breadth-first Sort
(3) Topologic Sort
(4) Single-source Shortest-path algorithms

19. Which of the following algorithms check for the presence of a negative weight
cycle when executing
1. Dijkstra Algorithm
2. Bellman-Ford Algorithm
3. DAG-Shortest-Path Algorithm
4. Floyd-Warshall Algorithm
5. Faster-All-Pairs-Shortest-Path Algorithm
@al 224 (32 (44,5

20. Which of the following problemsis NOT a problem solvable by a greedy
algorithm
(1) The activity selection problem where the goa is to maximize the umber of
activities scheduled.
(2) The fractional knapsack problem.
(3) The HUFFMAN code agorithm.
(4) The 0-1 knapsack problem.

21. Suppose you wish to find the successor to a given element in a dictionary in
addition to supporting search, insertion, and deletion operations. Also assume that
all operations will be carried out with equal frequency, and that for the deletion
and successor operations, you have a pointer to the element in a question. Which
data structure should you select to represent the dictionary to most efficiently
support the required operations?

(1) A balanced binary search tree
(2) An unsorted linked list
(3) A hash table

(4) A heap



22. Consider the following Stooge-Sort algorithm with array A[1]=8, A[2]=8,...,
A[8]=1, A[9]=0. What will the array look like after line 6 is executed in the
top-level call to Stooge-Sort (A,1,9) ?

Stooge-Sort (Al ,])
if Alil>A ]
then exchange Ai]l < A |j]
if i+1> ]

[ERN

A WODN

then return
j—i+

5 k== 4

6 Stooge-Sort(A,i,j —K)

7 Stooge-Sort (A,i +k,j)

8 Stooge-Sort(Aii,j —K)
(10,3,4,56,7,2,1,8
(2 3,4,56,7,8,2,1,0
(30,5,6,7,4,3,2,1,8
(4)5,6,7,8,4,3,2,1,0

23. Designing a hash table requires much more knowledge than writing the search,
insert, and delete routines. Which of the following should be avoided when
designing a hashing scheme?

1. A prime table size using the division method.
2. A table size of 7 when a character string isinterpreted in radix 8 using the
multiplication method.
3. A table size of a power of 2 when using the division method.
4. A table size of apower of 10 when processing decimal numbers as keysin
the division method.
11,23 ad4  (23,and4.  (3)2,3,and4. (41,3 and4



24. Which of the following statementsis false?
(1) Linear probing suffers from primary clustering.
(2) Double hashing suffers form secondary clustering.
(3) Open addressing makes the assumption of uniform hashing.
(4) A finite collection of hash functionsis said to be universal if for each pair of
distinct keys x,yeU , the number of hash functions he H for which

h(x) = h(y) is thesizeof H -

25. What is the maximum number of elementsina d -ary heap of height 7?

#-1 -1 -1
w52 @SS @da
) (50%)
1 Abstract DataType ADT (10%)
2. atb *d+e/ f+ald +c* p+q (10%)
3. (parameter) (return value) (D)
() (10%)
4. , 2 (10%)
5. Html, ASP, VB script, Java script, XML
3
(10%)



(100%)

1. What conditionon o Sy will make a-x*+f-x*+y-x+1 awaysincreasing
foral x
(1) a<0, f2—day >0
(2) a>0, f?—4ay <0
(3) a<0, fZ?=3ay>0
(4) a>0, f2—3ay <0
2

X

2. ()=
) X2 +1

find the set satisfies the graph of the function f (x) isconcave

up
(1) O< x<i

V3

(2) x>—

(3) —%< x<%

(4) x>—

3. Evaluate

Iimzn:( 1i )-1 n— oo
i—1 1+(7)2 n
n
to accuracy within .01
(1)0.78
(2)0.80
(3)0.82

(4)0.84



k=1 k=1 :X+2
(1) -2
1
(2) 5
1
(3) >
(4) 2
1 B 1 xeD
5 D:{E.n } f(x)_{o if(x)dx
(1) 0
(2) 1
1
(3) ;E
(4)
- 1
6. HZ:; Iog(l—Fj
(1) log2—log3
(2) log2
(3) —log3
(4) log3
7. r = 2(1-coso)
(1)
(2)
(3)
(4)



8.f:X—>Y [E} . X

a

(1) T(UE)=Uf(E)

eA

(2) f(NE)=NT(E)

eA

(3) f(E,-E;)=T(E,)-f(E)

(4)f(E.)=f(E,) T T
9. f(x) = ax® +bx® +cx+d

(1) a<0

(2) b<0

(3) ¢c>0

(4) d>0

J.J.R3x +4y?dx =
(1) 4

(2) -7
(3) =«

(4) —nx

X=-2
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